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Abstract 

Tomizawa [19] proposed the two-ratios-parameter symmetry (TRPS) model 
which is an extension of the symmetry (S) model. The TRPS model includes 
the conditional symmetry (CS) model and the linear diagonals-parameter 
symmetry (LDPS) model in special cases. Caussinus [7] showed that the S 
model holds if and only if both the quasi-symmetry and marginal 
homogeneity models hold. Read [14] pointed out that the S model holds if 
and only if both the CS and global symmetry models hold. Yamamoto et al. 
[20] showed that the S model holds if and only if both the LDPS and 
marginal means equality models hold. This paper gives the decompositions 
of the S model into two or three models using the TRPS model, and 
considers an orthogonal decomposition such that the goodness-of-fit test 
statistic for the S model is asymptotically equivalent to the sum of those for 
the TRPS model and the other model. An example is given. 
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1. Introduction 

For an rr ×  square contingency table with ordered categories, let ijp  

denote the probability that an observation will fall in the ith row and jth 
column of the table ( ).,,1;,,1 rjri …… ==  The symmetry (S) model is 
defined by 

( );jipp jiij ≠=  

see Bowker [5], Caussinus [6, 7] and Bishop et al. ([4], p. 282). This model 
indicates a structure of symmetry of the probabilities { }ijp  with respect 

to the main diagonal of the table. 

Tomizawa [19] considered the two-ratios-parameter symmetry 
(TRPS) model, defined by 

( ).jipp ji
ij

ij <γφ= −  

This model indicates that the probability that an observation will fall in 

the ( )ji, th cell is ij−γφ  times higher than the probability that it falls in 
the ( )ij, th cell. A special case of this model obtained by putting 

1=φ=γ  is the S model. Also, special cases of this model obtained by 
putting 1=γ  and 1=φ  are the linear diagonals-parameter symmetry 
(LDPS) model (Agresti, [2]) and the conditional symmetry (CS) model 
(Read [14]; McCullagh [12]), respectively. 

Caussinus [7] considered the quasi-symmetry model and pointed out 
that the S model holds if and only if both the quasi-symmetry and 
marginal homogeneity models hold. Consider the global symmetry (GS) 
model and the marginal means equality (ME) model (see Section 2). Read 
[14] pointed out that the S model holds if and only if both the CS and GS 
models hold. Yamamoto et al. [20] showed that the S model holds if and 
only if both the LDPS and ME models hold. We are now interested in 
decomposing the S model using the TRPS model (instead of the CS and 
LDPS models). In the analysis of data, these decompositions for the S 
model may be useful for seeing the reason for the poor fit when the S 
model fits the data poorly. 
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Lang and Agresti [11], and Lang [10] considered the simultaneous 
modeling of a model for the joint distribution and a model for the 
marginal distribution. Aitchison [3] discussed the asymptotic 
separability, which is equivalent to the orthogonality in Read [14] and 
the independence in Darroch and Silvey [8], of the test statistics for 
goodness-of-fit of two models (also see Lang and Agresti, [11]; Lang, [10]; 
Tomizawa [17, 18]; Tomizawa and Tahata, [16]). Thus we are also 
interested in whether or not the test statistic for the S model is 
asymptotically equivalent to the sum of the test statistics for decomposed 
models. 

The purpose of this paper is (1) to give the decompositions of the S 
model using the TRPS model and (2) to prove that the test statistic for 
the S model is asymptotically equivalent to the sum of those for the TRPS 
model and the other model. Section 2 presents the decomposition for the 
S model using the TRPS model. Section 3 shows the orthogonality of test 
statistics. Section 4 gives an example. 

2. Decomposition for Symmetry Using the TRPS Model 

For the rr ×  table, let X and Y denote the row and column variables, 
respectively. Consider the GS model defined by 

,LU δ=δ  

where ijjiU p∑∑ <
=δ  and .ijjiL p∑∑ >

=δ  Note that the S model 

implies the GS model. Also, consider the ME model defined by 

,21 µ=µ  

where it
r
tii

r
ii

r
i ppipip ∑∑∑ ===

==µ=µ 11211 .,..,  and =ip.  ..1 si
r
s p∑ =

 

We shall consider a decomposition for the S model. We obtain the 
following theorem. 

Theorem 1. The S model holds if and only if all the TRPS, GS and 
ME models hold. 
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Proof. If the S model holds, then the TRPS, GS and ME models hold. 
Assume that all the TRPS, GS and ME models hold, and, then we shall 
show that the S model holds. 

We have 

.
1

1 i

r

i
ip∑

=

=µ  

,
1

1

X
i

r

i
Fr ∑

−

=
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where 

( ).1,,1.
1

−== ∑
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ripF k
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Similarly, we have 
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1

1
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( ).1,,1.
1
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Therefore we have 

( )Y
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Since the TRPS model holds, we have 

( ) ( ).1 tsppp ts
st

tsst <−γφ=− −  (1) 

Since (1) and the GS model hold, we see 

( ) ,01 =−γφ −

<
∑∑ ts

st

ts
p  

namely, 

( ) .01 ,
1

1

1
=−γφ +

−

=

−

=
∑∑ sks

k
kr

s

r

k
p  (2) 

Moreover, since (1) and the ME model hold, we see 

( ) ,01
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From (2) we see 
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From (4) and (5), we obtain 
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Noting that 
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the equation (6) is also expressed as 
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The first term on the right-hand side of (8) is positive and the second 
term equals zero. Thus 011 >++−− ssrr BABA "  for .1,,2 −= rs …  

Therefore, noting that ,0>φ  from (7) we obtain .1=φ  Thus, from (2) we 

obtain .1=γ  Namely, the S model holds. The proof is completed. 
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3. Orthogonality of Decomposition for Symmetry 

For the decomposition of the S model given in Theorem 1, the 
orthogonality of test statistics does not hold (see Section 5). Hence, we 
shall modify Theorem 1 so that the orthogonality of test statistics holds. 

Consider a model defined by 

.and 21 µ=µδ=δ LU  (9) 

Equation (9) indicates the global symmetry and marginal means 
equality. We shall call the equation (9) by the GSME model. 

From (9) and Theorem 1, we obtain the following lemma. 

Lemma 1. The S model holds if and only if both the TRPS and 
GSME models hold. 

Assume that the observed frequencies have a multinomial 

distribution. Let ( )MG2  denote the likelihood ratio statistic for testing 

goodness-of-fit of model M. Table 1 gives the numbers of degrees of 
freedom (df) for models. 

We obtain the following theorem. 

Theorem 2. The following asymptotic equivalence holds: 

( ) ( ) ( ).GSMETRPSS 222 GGG +  (10) 

Proof. The TRPS model is expressed as 
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where .jiij vv /=/  Also, the TRPS model can be expressed as 
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where φ=βγ=βΨ=Ψ log2,log, 10jiij  and .log ijij v/=Ψ  Let 

( ) ,,,,,,,,,, 1221111
t

rrrrr ppppppp …………=  

( ) ,,, 210
tβββ=β  

where “t” denotes the transpose, and where 

( ),,,,,,,,,, 22322112112 rrrr ΨΨΨΨΨΨΨ=β ………  

is the ( ) 211 +× rr  vector of ijΨ  for .1 rji ≤≤≤  Then the TRPS 

model is expressed as 

( ) ,,,log 210 β=β= XXXXp  

where X is the Kr ×2  matrix with ( ) 242 ++= rrK  and 

( ) ;,,,,,,,,, 12211110
t

rrrrrX δδδδδδ= …………  the 12 ×r  vector, 

;111 rrrr JJX ⊗−⊗=  the 12 ×r  vector, 

and 2X  is the ( ) 212 +× rrr  matrix of 1 or 0 elements, determined from 

( ) s1,11  is the 1×s  vector of 1 elements and ( ) ⊗= ,,,2,1 t
r rJ …  

denotes the Kronecker product, and ijδ  is the indicator function, 1=δij  

if 0,ji <  if .ji ≥  Note that ( ) 211 212 rrrX =+  holds. Note that the 

matrix X is full column rank which is K. In a similar manner to Haber 
[9], and Lang and Agresti [11], we denote the liner space spanned by the 
columns of the matrix X by S(X) with the dimension K. Let U be an 

,1
2 dr ×  where ( ) ,2422

1 −−=−= rrKrd  full column rank matrix 

such that the linear space spanned by the columns of U, i.e., S(U), is the 

orthogonal complement of the space S(X). Thus, =XUt  ,,1 KdO  where 

KdO ,1  is the Kd ×1  zero matrix. Therefore the TRPS model is expressed 

as 

( ) ,0 11 dph =  
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where 10d  is the 11 ×d  zero vector and 

( ) .log1 pUph t=  

The GSME model may be expressed as 

( ) ,0 22 dph =  

where 22 =d  and 

( ) ,2 Wpph =  

with 

( )

( )
;
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21 221102
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where ( )rkXkk ,,1 …=  is the 12 ×r  vector, being one of column vectors 

in ,2X  shouldering .kkΨ  Thus tW  belongs to the space S(X), i.e., ( )tWS  

( ).XS⊂  Hence .12, ddOWU =  From Lemma 1, the S model may be 

expressed as 

( ) ,0 33 dph =  

where ( ) ,21213 −=+= rrddd  

( ) ., 213
ttt hhh =  

Note that ( ) ,3,2,1, =sphs  are the vectors of order ,1×sd  and =sds ,  

,3,2,1  are the numbers of df for testing goodness-of-fit of the TRPS, 

GSME and S models, respectively. 

Let ( ) ,3,2,1, =spHs  denote the 2rds ×  matrix of partial 

derivatives of ( )phs  with respect to p, i.e., ( ) ( ) .t
ss pphpH ∂∂=  Let 

( ) ( ) ,tpppdiagp −=∑  where ( )pdiag  denotes a diagonal matrix with ith 
component of p as ith diagonal component. We see that ( ) =ppH1  
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12 01 dr
tU =  since ( ) ( ) ( ) t

r UpdiagpHXS =⊂ 1,1 2  and ( ) .2 WpH =  

Therefore we obtain 

( ) ( ) ( ) .21,21 dd
ttt OWUpHppH ==∑  

Thus we obtain 213 ∆+∆=∆  where 

( ) [ ( ) ( ) ( ) ] ( ).1 phpHppHph s
t

ss
t

ss
−∑=∆  (12) 

From the asymptotic equivalence of the Wald statistic and likelihood 
ratio statistic (Rao, [13], Sec. 6e.3; Darroch and Silvey, [8]; Aitchison, [3]) 
and from (12), we obtain the Equation (10). The proof is completed. 

4. An Example 

Table 2 taken directly from Agresti ([1], p. 206) is the father’s and 
son’s occupational mobility data in Britain. These data have been 
analyzed by some statisticians including Bishop, et al. ([4], p. 100), 
Agresti ([1], pp. 205-206) and Yamamoto et al. [20]. 

Table 3 gives the likelihood ratio chi-square values 2G  for each 

model. The S model fits the data in Table 2 poorly since 46.372 =G  with 
10 df. Also, the GSME model fits these data poorly, however, the TRPS 
model fits these data well. Therefore, it is seen from Lemma 1 and 
Theorem 2 that for these data, the poor fit of the S model is caused by the 
influence of the lack of structure of the GSME model (rather than the 
TRPS model). Note that the value of ( )S2G  is very close to the value of 

( ) ( ).GSMETRPS 22 GG +  

Since the GSME model fits the data in Table 2 poorly, we could state 
that (i) the probability that the father’s status is higher than his son’s 
status is not equal to the probability that the son’s status is higher than 
his father’s status, and/or (ii) the mean of father’s status is not equal to 
the mean of son’s status. We therefore conclude that there is a significant 
difference (i) between the “father’s status higher” and “son’s status 
higher” groups, and/or (ii) between the father’s mean status and son’s 
mean status. 
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Under the TRPS model the maximum likelihood estimates of γ  and 

φ  are 33.1ˆ =γ  and ,96.0ˆ =φ  and the values of 32 ˆˆ,ˆˆ,ˆˆ φγφγφγ  and 4ˆˆφγ  are 
1.28, 1.23, 1.18 and 1.13, respectively. The CS model also fits these data 
well. Under the CS model applied to these data, the maximum likelihood 
estimates of γ  is .26.1ˆ =γ  Since the estimated values of γ  in the CS 

model and ( )4,3,2,1ˆˆ =φγ ii  in the TRPS model are greater than 1, the 
father’s status category is estimated to be less than his son’s status 
category. 

5. Concluding Remarks 

For Caussinus’ [7] decomposition of the S model into Caussinus’ [7] 
quasi-symmetry model and the marginal homogeneity model, Tomizawa 
and Tahata [16] proved that the test statistic for goodness-of-fit of the S 
model is asymptotically equivalent to the sum of test statistics for the 
decomposed models. For Read’s [14] decomposition of the S model into 
the CS and GS models, the test statistic for the S model is equivalent to 
the sum of those for the CS and GS models. For Yamamoto et al. [20] 
decomposition of the S model into the LDPS and ME models, Tahata et 
al. [15] proved that the test statistic for the S model is asymptotically 
equivalent to the sum of those for decomposed models. In this paper we 
gave that the test statistic for the S model is asymptotically equivalent to 
the sum of those for the TRPS and GSME models. 

Generally suppose that model 3M  holds if and only if both models 

1M  and 2M  hold. As described in Darroch and Silvey [8], (i) when the 
following asymptotic equivalence holds: 

( ) ( ) ( )2
2

1
2

3
2 MGMGMG +  (13) 

with ( ) ( ) ( ),dfdfdf 213 MMM +=  where ( )kMdf  is df for model ,kM  if 
both 1M  and 2M  are accepted (at the α  significance level) with high 
probability, then model 3M  would be accepted; however (ii) when (13) 
does not hold, such an incompatible situation that both 1M  and 2M  are 
accepted with high probability but 3M  is rejected with high probability is 



KOUJI TAHATA and SADAO TOMIZAWA 30

quite possible [in fact, Darroch and Silvey [8] showed such an interesting 
example]. For the orthogonal decompositions of the S model given in 
Theorem 2, such an incompatible situation would not arise. 

The ( )S2G  is asymptotically equivalent to ( ) ( )GSMETRPS 22 GG +  
as described by Theorem 2. However, we point out that for the 

decomposition in Theorem 1, ( )S2G  is not asymptotically equivalent to 

( ) ( ) ( )MEGSTRPS 222 GGG ++  because ( ) ( )MEGS 22 GG +  is not 

asymptotically equivalent to ( ).GSME2G  

Also we point out, for instance, from Theorem 2 that the likelihood 
ratio statistic for testing goodness-of-fit of the S model assuming that the 

TRPS  model holds true is ( ) ( )TRPSS 22 GG −  and this is asymptotically 
equivalent to the likelihood ratio statistic for testing goodness-of-fit of the 

GSME  model ( ( )).GSME.,i.e 2G  Namely, ( )GSME2G  can be utilized for 
testing goodness-of-fit of the GSME  model and also for testing goodness-
of-fit of the S model assuming that the TRPS  model holds true. 
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Table 1. Numbers of degrees of freedom for models applied to the rr ×  

table 

Models Degrees of freedom 

S  ( ) 21−rr  

CS  ( ) ( ) 221 −+ rr  

LDPS  ( ) ( ) 221 −+ rr  

TRPS  ( ) 242 −− rr  

GS  1  

ME 1  

GSME  2  
 

Table 2. Occupational status for British father-son pairs; from Agresti 
([1], p. 206) 

Son’s status Father’s 
status (1) (2) (3) (4) (5) Total 

(1) 50 45 8 18 8 129 

(2) 28 174 84 154 55 495 

(3) 11 78 110 223 96 518 

(4) 14 150 185 714 447 1510 

(5) 3 42 72 320 411 848 

Total 106 489 459 1429 1017 3500 
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Table 3. Likelihood ratio chi-square values 2G  for models applied to the 
data in Table 2 

Applied models Degrees of freedom 2G  

S  10  ∗46.37  

CS  9  35.10  

LDPS  9  ∗13.17  

TRPS  8  02.10  

GS  1  ∗12.27  

ME  1  ∗28.20  

GSME  2  ∗44.27  
∗means significant at 5% level. 

g 


